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Abstract—Automated weighted graph construction from massive data is essential to weighted graph theory based data mining

processes, where the edge weight computation is time consuming or even fails to complete on a single machine when necessary

resources are exhausted. In addition, existing work lacks of the measurement on the accuracy of the edge weights, which represents

the graph accuracy and affects the following data mining results. This paper describes the classification, implementation and

evaluation of edge weight computation algorithms with MapReduce Framework, which is a powerful parallel and distributed processing

model. First, a classification of the edge weight computation algorithms is developed and how they can be applied on MapReduce is

also discussed. Then we propose comprehensive measurements on the edge weight accuracy in terms of the number of edges,

strength distribution, community structure, Hop-plot and effective diameters. Finally, a performance study has been conducted to

evaluate these algorithms in terms of memory and disk usage, execution time and accuracy using a real massive social network

application dataset. The results are presented and discussed. Our comparison results can help find out the most effective parallel and

distributed edge weight computation algorithm for constructing a weighted graph for a given massive dataset.

Index Terms—Weighted graph extraction, edge weight computation, similarity measurement, MapReduce, massive data analysis

Ç

1 INTRODUCTION

RECENT years have witnessed the rapid growth of appli-
cation data and mining such data provides various

desirable services benefiting our life in many ways. Many
data mining methods are based on graph theory and graphs
need to be constructed before they can be applied.

Graph construction for a given dataset includes graph
extraction, transform, and load (ETL). Graph construction
for massive data is a time-consuming and complicated task:
(i) The raw application data grows exponentially; (ii) The
number of entities and their features hidden in the raw data
range from numbers to tens of thousands, meaning that
multiple different topological graphs can be constructed
from a particular dataset; and (iii) The management of
graph construction workflow needs extensive computa-
tional domain knowledge, e.g., effective resource utiliza-
tion, load balancing, and accurate graph delivering. This
handicaps the data scientists from actual data analysis. In
order to offload the complexities of graph construction from
data scientist and help them focus on data analysis, a scal-
able framework Graphbuilder [1] using MapReduce [2] is
recently open sourced, where MapReduce is a powerful

parallel and distributed processing model for large scale
data intensive applications. Graphbuilder provides a set of
tools for automatically constructing graphs from raw data
for various applications and it demonstrates its remarkable
effectiveness on graph compression and partition, reducing
memory consumption and achieving load balancing across
the computational resources.

For the time being, there are no edge weights in the
graphs extracted by Graphbuilder. A weighted graph con-
sists of not only nodes and edges, but also edge weights,
which measure the degree of the similarity between nodes
and represent the closeness of the nodes’ connections. Quite
some widely used graph based data mining methods such
as clustering [3] and collaborative filtering [4] are actually
based on weighted graphs. In order to narrow down the
research gap, our objective is to design algorithms for effec-
tive edge weight computation. The edge weight computa-
tion, i.e. the similarity measurement between nodes, over
massive datasets is time consuming. How to parallel and
scale up their computation on a single machine has been
well reported in [5]. Massive data nowadays are often char-
acteristic of high volume, high dimension and high distribution,
which presents great challenges to the edge weight compu-
tation on a single host. MapReduce framework decomposes
computing tasks into smaller ones and distributes them to
execute on multiple distributed hosts simultaneously,
which improves their efficiency and scalability.

Therefore, this paper describes the classification, imple-
mentation and evaluation of edge weight computation algo-
rithms with MapReduce. First, to put the discussion into
perspective, what graphs can be extracted from a given data
is presented. Second, a classification of existing edge weight
computation algorithms is developed and how they can
be applied on MapReduce is also discussed. Third, we
propose comprehensive measurements on the edge weight
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computation accuracy in terms of the number of edges,
strength distribution, community structure, Hop-plot and
effective diameters. Finally, a performance study has
been conducted to evaluate these algorithms in terms of
memory and disk usage, execution time and graph accu-
racy using a real massive social network dataset, i.e.,
Facebook application dataset. The results are presented
and discussed. Our comparison results can help find out
the most effective edge weight computation algorithm for
extracting a weighted graph for a given dataset. In addi-
tion, the results of our proposed algorithms, i.e., the edge
weights, can be used as one of the edge properties for the
edge objects in Graphbuilder, thus extending it to support
weighted graph extraction.

The rest of the paper is organized as follows: Section 2
gives an introduction on how graphs can be extracted from
a given sample SN dataset and how edge weights can be
computed, and then presents corresponding related work.
Section 3 describes the classification of existing edge weight
computation technologies and their implementations with
MapReduce. Section 4 presents our performance study,
reports and discusses our experimental results. Finally
Section 5 concludes and outlines the future work.

2 WEIGHTED GRAPH EXTRACTION AND RELATED

WORK

In general, the workflow for extracting weighted graphs
includes three steps: identify nodes, extract and tokenize
application specific features, compute edge weights. A set
of real SN dataset, i.e., Facebook applications dataset II1, col-
lects the application installation or usage records in Febru-
ary 2008 [6] and is used to demonstrate what graphs can be
extracted and how. The application data are recorded in the
following format.

<uid> <app_id_1> <app_id_2>...<app_id_j>
where “uid” stands for an anonymized user Id, and
“app_id_i” (1 � i � j) stands for an application Id. A sam-
ple of the facebook application data set II is illustrated in
Table 1.

2.1 Node Identification and Feature Extraction

There can be multiple choices for selecting the appropriate
data points as nodes, e.g., for Facebook application dataset
II, either users or applications can be chosen as nodes.

When users are chosen as nodes, Facebook application
dataset II can be graphically represented as a weighted
graph, denoted as G ¼ ðV; E;WÞ, where V is the set of verti-
ces denoting users, i.e., V = ðu0; u1; . . . ; un�1Þ, and n is the
number of users. A user can install and use multiple appli-
cations, e.g., the range of the number of applications used

by a user in Facebook application dataset II is within the
range < 3; 773 > [7]. The applications installed by a user
can be selected as features to characterize a user. Let
A¼ fa1; a2; . . . ; amg represents all the available applications,
and m is the number of applications. Let the applications
installed by a particular user, e.g., ui, be denoted as AðuiÞ ¼
fai1 ; ai2 ; . . . ; aikg, where k is the number of applications

used by user ui, and for any aij 2 AðuiÞ, we have aij 2 A.

After node identification and feature extraction, the sample
data in Table 1 can be represented in Table 2, where the
value at line i and column j is denoted as fðui; ajÞ.
fðui; ajÞ ¼ 1means that ui installs aj and fðui; ajÞ ¼ 0means
that ui does not install aj.

When applications are chosen as nodes, the dataset can
be represented as another weighted graph, denoted as

G0 ¼ ðV0; E0;W0Þ, where V0 is the set of vertices denoting
applications and V0¼ fa1; a2; . . . ; amg. An application can be
installed by multiple users, and such users can be selected
as features to characterize the application.

The number of dimensions and entries are two features
representing the data complexity and data volume, respec-
tively. Let the number of dimensions be denoted as N . The
number of its entries is the number of nodes, e.g., jVj2 for G
and jV0j for G0. When users are selected as nodes, from
Table 2, we can have N ¼ 6 and the number of its entries is
2. Similarly, when applications are selected as nodes, we
haveN ¼ 2 and the number of its entries is 6. That is, differ-
ent node selection can lead to different topological graphs
and thus different analysis results. Facebook application
dataset II collects application usage records for 297K users
and 8,1000 applications. When users are selected as nodes,
we have N¼ 8; 1000 and jVj¼ 297k. While when applica-
tions are selected as nodes, we can have N¼ 297k and

jV0j¼ 8; 1000, where we can see that dataset can be high
dimension and high volume.

2.2 Edge Weight Computation

After nodes and features are identified, the edges and their
weights for G and G0 need to be settled down. For G, there is
an edge between user ui and uj (i.e., ðui; ujÞ 2 E) if user ui

and uj have installed common applications. Similarly, for

G0, there is an edge between application ai and aj (i.e.,

ðai; ajÞ 2 E0) if application ai and aj have been installed by
some common users. Meanwhile, each edge is associated
with a weight representing the similarity between nodes.
For example, for any ðui; ujÞ 2 E, its weight is denoted as
wi;j and it is used to represent the similarity between the
two sets of applications installed by users ui and uj, i.e.,
AðuiÞ and AðujÞ.

TABLE 1
A Sample of Facebook Application Data II

uid app_id app_id app_id app_id app_id

1 1,523 1,544 1,567 1,580 1,594
2 1,544 1,567 1,580 1,599

TABLE 2
Transformed Sample Data

uid a1 a2 a3 a4 a5 a6

1,523 1,544 1,567 1,580 1,594 1,599

1 1 1 1 1 1 0
2 0 1 1 1 0 1

1. http://odysseas.calit2.uci.edu/doku.php/public:online_social_
networks#facebook_applications 2. jVj refers to the cardinality of the set V.
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Jaccard similarity (also named as Jaccard similarity coef-
ficient or Jaccard index in literature), usually used as an
indicator for similarity between two sets, measures their
degree of the similarity based on the presence of common
elements of two sets [8]. Therefore, Jacard similarity is used
as an example to study how to compute the edge weights.
For example, for any edge ðui; ujÞ 2 E, its weight, i.e., wi;j,
can be obtained by Equation (1)

wi;j ¼ jAðuiÞ \AðujÞj
jAðuiÞ [AðujÞj

¼ jAðuiÞ \AðujÞj
jAðuiÞj þ jAðujÞj � jAðuiÞ \AðujÞj :

(1)

Based on Equation (1), we can have that wi;j is a number
between 0 and 1. The bigger wi;j is, the more similar AðuiÞ
and AðujÞ are. Particularly, wi;j ¼ 0 means that there is no
common application installed by user ui and uj, therefore,
there should be no edge between ui and uj. On contrary,
wi;j ¼ 1 means that the applications installed by user ui and
uj are exactly the same.

The computation of wi;j includes the following three
steps: (i) Compute the cardinality of each set, i.e., jAðuiÞj
and jAðujÞj ; (ii) Compute the cardinality of the set intersec-
tion of AðuiÞ and AðujÞ, i.e., jAðuiÞ \AðujÞj; and (iii) Obtain
wi;j using Equation (1). For simplification, we use a simpli-
fied artificial data, as described in Table 3a, as an example
to illustrate how to compute edge weights.

Assuming that the set of users using application ai be
represented as UðaiÞ, we can have ai 2 Aðu0

iÞ \Aðu0jÞ if and
only if u0

i 2 UðaiÞ and u0
j 2 UðajÞ. A new table can be created

by exchanging the row and column in Table 3a, as shown in
Table 3b. The together occurring two items in an entry of a
table is called 2-itemset [9]. For example, u1 and u3 in Table 3b
constitute a 2-itemset for the entry where app id ¼ a1, where
the 2-itemset is denoted as ðu1; u3Þ. The 2-itemset ðu1; u3Þ
occurs in both entries where app id ¼ a1 and app id ¼ a2, i.e.,
the frequency of the occurrence of ðu1; u3Þ is 2. Let fi;j denote
the frequency of the occurrence of the 2-itemset ðui; ujÞ in
Table 3b, then we have f1;3 ¼ 2. Meanwhile, from Table 3,
we observe that Aðu1Þ \Aðu3Þ ¼ fa1; a2g, i.e., jAðu1Þ \

Aðu3Þj ¼ 2. In more general, we can have the following obser-
vation as summarized in Equation (2)

jAðuiÞ \AðujÞj ¼ fi;j: (2)

Based on Equation (2), the computation of jAðuiÞ \AðujÞj in
Table 3a can be regarded as the mining of the frequency of
2-itemsets in Table 3b. The objective of this paper is to com-
pute the edge weights for massive data once the nodes and
their features are given, as illustrated in Table 3c.

2.3 Related Work

This section surveys related work in Jaccard similarity mea-
surement and frequent itemset mining algorithms using
MapReduce. Mining the frequency of all 2-itemsets in large-
scale datasets is a challenge. Dimension reduction and fre-
quent pattern tree (FP-tree for short) based data compression
technologies can be exploited to speedup the performance.
Dimension reduction technologies reduce the dimension for
reducing the computation complexity. FP-tree based data
compression technologies exploit extended prefix-tree
structure to compress data into more compact structure so
as to make it fit into memory and avoid costly database
scans. According to whether dimension reduction or FP-
tree based data compression technologies are used, existing
work can be classified into three main categories, including
Apriori-based algorithms [10], signature-based algorithms [11],
and FP-tree-based algorithms [12]. As the dataset size grows,
the MapReduce version of each category has been proposed
to meet the large-scale dataset challenge.

First, Apriori algorithm is the most popular algorithm for
association rule mining, which was developed by Agrawal
and Srikant in 1994. It uses frequent (k-1)-itemsets to gener-
ate candidate frequent k-itemsets, where database scan and
pattern matching is used to collect the candidate itemsets.
Experiment results demonstrate the improvement on the
execution time and scalability of the parallel implementa-
tion of the Apriori-based algorithms using MapReduce [13],
where each iteration of the algorithms usually includes two
steps: (1) The Map function generates candidate items; and
(2) The reduce function sums the frequency of all candidate
item set appearance, prunes the infrequent itemsets and
outputs the frequent ones.

Second, signature-based algorithms explore similarity
preserving signatures for sets to measure the similarity of
the high dimensional objects compactly. Hashes are one type
of the most popular used signatures. Especially, MinHash is
a scheme developed by Broder in 1997 for estimating the
Jacarrd similarity between two sets [14], where the essence is
to hash each element using multiple independent hash func-
tions such that the same elements will have the same hash
values. Let H ¼ fh1; h2; . . . ; hnhg be a set of hash functions
that map the members of any two sets to distinct integers,
where nh is the number of hash functions. For any hx 2 H, let
mins2ShxðsÞ represent the minimum hash value of hx over
all the elements in set S. It has been proved that the probabil-
ity a hash function on two sets producing the sameminimum
values equals to their Jaccard similarity [14].

This property renders the fundamental basis for using
the probability to estimate the Jaccard similarity. However,
when hash collision occurs, i.e., more than one element in

TABLE 3
Simplified Artificial Data
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the set links to the same hash value, there will be inaccuracy
in the estimation. In order to increase the accuracy of the
estimation, multiple independent hash functions are used
and the average probability is used to avoid the relative
error. Assuming � is the given acceptable estimated error
and d is the relative error, in order to satisfy the require-
ment, the number of the hash functions nh has to satisfy the
constraint formalized in the following Equation (3) [15]

nh � 2þ �

�2
ln

2

d

� �
: (3)

It has been accepted that setting nh ¼ Oð1�Þ can ensure that
the estimated error of the MinHash is less than � and the rel-
ative error is no more than d [11], [16]. For example, when
� ¼ 0:01, then nh ¼ 1=0:01 ¼ 100. Recalling that in Facebook
application dataset II, the number of applications is 8,1000,
which is much larger than 100. That is, MinHash scheme
can map the large set of Fackbook application data into a
much smaller one, reducing the dimension and therefore
reducing the data size for further processing.

In general, signature-based Jaccard similarity measure-
ment algorithms usually include two phase Map-Reduce
computation. In the first phase, the Map function calculates
the minhash signatures which reduce the dimension, and the
Reduce function outputs the candidate itemsets. Then the
second phase completes the rest of the computation. Com-
paring to the Apriori-based algorithms, though there are one
more phase Map-Reduce in signature-based algorithms, the
reduced complexity by dimension reduction expedites
the following process, which makes it demonstrate remark-
able efficiency for various applications such as fast sequence
comparison [17] and privacy preserving record linkage [18].

Finally, in order to avoid the huge candidate sets gener-
ated in Apriori-based algorithms, FP-tree-based algorithms,
e.g., FP-Growth [12], find frequent 1-itemsets first, order
them in frequency descending order, construct the FP-tree
where more frequent items are more likely to be shared,
then recursively mine the FP-tree and grow frequent item-
sets obtained so far. In order to enable the FP-tree-based
algorithms work over the MapReduce, a group based algo-
rithm [19] has been proposed to partition the dataset in a
way that the following construction of the FP-trees and the

mining of the frequent itemsets can be carried out indepen-
dently in parallel.

Meanwhile, many related technologies have been pro-
posed recently to further improve the performance issues
raised in MapReduce based Jaccard similarity measurement
or frequent itemset mining, e.g., efficient data partition for
load balancing [20], intermediate information cache [21],
parallelized incremental mining [22], appropriate sampling
for dimension independent similarity measurement [11],
and integrating GPU for MapReduce programming [23]. It
is noteworthy that the above technologies can be used to
improve the performance of the three category edge weight
computation algorithms, but they are out the scope of this
paper. To simplify the description and discussion, it is not
assumed that they are in place in the algorithms’ design
and experimental comparison study with MapReduce in
the rest of the paper.

3 EDGE WEIGHT COMPUTATION ALGORITHMS

USING MAPREDUCE

Based on which category frequent itemset mining algorithm
is used, we design three algorithms for the edge weight
computation using MapReduce: Apriori-based algorithm, sig-
nature-based algorithm, and FP-tree-based algorithm. The exam-
ple dataset in Table 3 is used to illustrate how edge weights
are obtained by using each algorithm, where the sample
dataset are partitioned into two subsets and each of which
has two entries, as illustrated in the input of Fig. 1.

3.1 Apriori-Based Algorithm

The Apriori-based edge weight computation algorithm
includes two pass scan over the dataset. The first pass
obtains the cardinality of the application set of each node,
e.g., jAðuiÞj for any ui in the example data, as described in
the map phase (I) of Fig. 1. Meanwhile, the transform of the
dataset by exchanging the contents of rows and columns is
automatically done by the shuffle process of the MapReduce
framework, in a way where the column is composed of a
sequence of tuples ðuid : jAðuiÞjÞ, as shown in the reduces of
Fig. 1i. For each entry of the result obtained by the shuffle
process, the reducers will enumerate all the 2-itemsets in
the format of ðui : jAðuiÞj; uj : jAðujÞjÞ and output them, as

Fig. 1. Apriori-based edge weight computation over the example data.
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shown in the reduces of Fig. 1ii. Alternatively, the output
of the reducer can also be composed of tuples with an appli-
cation id and the sequence uids associated with the cardi-
nality of its application set, i.e., ðapp id; ui1 : jAðui1Þj; . . . ;
uik : jAðuikÞjÞ. However, this implementation will consume

more time since the concatenation of the ðui : jAðuiÞjÞ for
each application is time consuming with 297 K users in
Facebook application dataset II.

The second pass of the algorithm first reads the output
of the first pass and counts how often each 2-itemset
ðui : jAðuiÞj; uj : jAðujÞjÞ occurs, as shown in Map phase (II)
of Fig. 1. Then reducers in Reduce phase (II) will perform
the following workflow: (1) Accumulate and summarize the
frequency for each 2-itemset, as shown in Figs. 1 iii and 1
iv. Based on Equation (2), the obtained frequency of each 2-
itemset, e.g., ðui : jAðuiÞj; uj : jAðujÞjÞ, is equal to
jAðuiÞ \AðujÞj. (2) Compute the weight between any two
nodes using Equation (1), as shown in Fig. 1v. (3) Finally
proceed to output the weights. In all, Table 4 describes Apri-
ori-based edge weight computation algorithm for graph G
when users are selected as nodes, where p# denotes the pth

round of the scan pass over the dataset.

3.2 Signature-Based Algorithm

The signature-based edge weight computation algorithm
using MinHash scheme includes 2 pass scan over the

dataset. The first pass of the algorithm figures out the node
pairs having the same minimum value for each hash func-
tion, where the mappers in Map phase (I) performs the fol-
lowing workflow.

1. Calculate the hash values for the input data by hash-
ing each application using the chosen hash functions,
as illustrated in Map phase (I) (i) in Fig. 2.

2. Select the minimum hash values for each user
and hash function taking into account whether the
user has installed the applications. For any ui, let
minaj2AðuiÞh

xðajÞ be the minimum hash value of hx

over all elements in A and fðui; ajÞ 6¼ 0, i.e., the
application aj has been installed by the user ui. As
illustrated in the Map phase (I) (ii) in Fig. 2, we have

minaj2AðuiÞh
1ðajÞ ¼ 0 andminaj2AðuiÞh

2ðajÞ ¼ 1 for u1.

3. Transform obtained minimum hash values into the
locality aware minimum hash values for each hash
function and user by concatenating the location of a
hash function, i.e., the ith hash function, with a
hyphen and then the corresponding minimum hash
values for each hash function and the node. For exam-
ple, as illustrated in theMap phase (I) (iii) in Fig. 2, the
output is denoted as ðx minaj2AðuiÞh

xðajÞ; uiÞ, where x

denotes the xth hash function.
4. Emit the key-value tuples ðx minaj2AðuiÞh

xðajÞ; uiÞ.

TABLE 4
Apriori-Based Algorithm for the Edge Weight Computation

Fig. 2. Signature-based edge weight computation over the example data.
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The reducers accumulate the uids for each locality aware
MinHash value, enumerate and output the user pairs
ðui; ui0 Þ having the same locality aware MinHash value, as
illustrated in Reduce phase (I) in Fig. 2.

The second pass of the algorithm computes the edge
weights, whose workflow is similar to that of reducers of
Reduce phase (II) of the Apriori-based algorithm, excepts
that the weights of the edges are computed using the aver-
age probability of the set of hash functions on two sets pro-
ducing the same minimum values. That is, the weights are
obtained by the frequency of the 2-itemsets against the num-
ber of hash functions, i.e., wi;i0 ¼ fi;i0

nh
, as shown in the reduce

phase (II) (ii) in Fig. 2. In summary, Table 5 describes the
signature-based edge weight computation algorithm using
MinHash scheme.

3.3 FP-Tree-Based Algorithm

In order to enable the parallel and independent FP-tree-
based 2-itemset mining over MapReduce, we exploit the
group based partitioning algorithm proposed in [19] for the
FP-tree-based edge weight computation algorithm, which
includes 3 pass scan over the datasets. The mappers of the
first pass obtain the frequency of the 1-itemset for each user.

The reducers then group users according to their 1-itemset
frequencies. For example, there are two frequency values
for the uids in the example dataset, i.e., 3 and 2. The uids
with frequency 3 are categorized to group 2 and those with
frequency 2 are categorized to group 1. Let gðuiÞ represent
the group id of ui, the reducers of the first pass output
tuples ðui : jAðuiÞj : gðuiÞ; ai1 . . . aikÞ.

In the second pass, the mappers transform the dataset as
the previous two algorithm and emit sequences of tuples
ðak; ui : jAðuiÞj : gðuiÞÞ�, then the tuples are sorted during
the shuffle and merge stage according to the group id in
descending order. If there are multiple users have the same
group id, then the users are ordered in descending order
according to their 1-itemset frequency. Again, if there are
multiple users have the same group id and 1-itemset fre-
quency, then the users are ordered according to their uids
in ascending order. The reducers in Reduce phase (II)
aggregate and output the sorted tuple sequence ðui1 :
jAðui1Þj : gðui1Þ; . . . ; uil : jAðuil j : gðuilÞÞ for each application,

as shown in the Reduce phase (II) of Fig. 3.
In the third pass, the mappers categorize all the tuples in

its partition to appropriate groups, where the key is a group
id and the value is the tuples. In general, for any tuple

TABLE 5
Signature-Based Algorithm for the Edge Weight Computation

Fig. 3. FP-tree-based edge weight computation over the example data.
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sequence T ¼ ðui1 : jAðui1Þj : gðui1Þ; . . . ; uil : jAðuilÞj : gðuilÞÞ,
the mapper first locates its right-most group id, i.e., gðuilÞ,
and outputs a key-value gðuilÞ; ðui1 : jAðui1Þj : gðui1Þ; . . . ;
uil : jAðuilÞj : gðuilÞÞ. Then the tuples with the group id

which equals to gðuilÞwill be removed from T . If T is empty,

the mapper will be fed with the next tuple sequence. Other-
wise, the mapper will continue to output the key-values on
T . For example, for the tuple sequence T ¼ ðu1 : 3 : 2;
u2 : 3 : 2; u3 : 3 : 2; u4 : 2 : 1Þ, the rightmost group id is 1, the
mapper first outputs the key-value ð1; ðu1 : 3 : 2; u2 :
3 : 2; u3 : 3 : 2; u4 : 2 : 1ÞÞ. Then we have T ¼ T � ðu4 : 2 :
1Þ ¼ ðu1 : 3 : 2; u2 : 3 : 2; u3 : 3 : 2Þ. Since T is not empty, the
mapper continues to carry out the same operation on T and
it outputs another key-value ð2; ðu1 : 3 : 2; u2 : 3 : 2;
u3 : 3 : 2ÞÞ. Now, we have T ¼ T � ðu1 : 3 : 2; u2 : 3 : 2;
u3 : 3 : 2Þ ¼ fg. Then, the mapper completes its execution or
is fed with another tuple sequence if any.

Finally, the input data for each reducer in reduce phase
(III) is the tuples categorized to a group id, as illustrated in
Fig. 3i. Based on the input data, reducers first construct a
header table and a FP-tree for the frequent items and pat-
terns, as depicted in Fig. 3ii. Each entry in the header table
is a tuple ðui; jAðuiÞj; linkðuiÞÞ, where linkðuiÞ links all the
nodes whose uid is ui in the FP-tree. The entries in the
header table are ordered in descending order according to
their 1-itemset frequency. A node in the constructed FP-tree
is denoted as nj ¼ ðui : jAðuiÞj : gðuiÞ : fðuiÞÞ, where fðuiÞ
represents the occurrence frequency of the pattern ðroot ¼
fg; . . . ; ui : jAðuiÞj : gðuiÞÞ in reducer’s input data. For exam-
ple, the occurrence frequency of pattern ðu1 : 3 : 2; u2 : 3 : 2Þ
in the input data of reducer 1 is 2, corresponding fðu2Þ is 2
and thus we have n3 ¼ ðu2 : 3 : 2 : 2Þ. The constructed FP-
trees have the following features: (i) A node with bigger
jAðuiÞj is closer to the root and more likely to be shared;
and (ii) From each node on linkðuiÞ to the root constructed a
series of patterns, denoted as pðuiÞ. For example, in
Reducer (1), we have pðu2Þ ¼ fðu2 : 3 : 2 : 2; u1 : 3 : 2 : 3Þ;
ðu2 : 3 : 2 : 1Þg.

After the FP-tree is constructed, the reducer will com-
plete the following tasks: (1) Mine the frequencies for the

2-itemsets, which is similar to the traditional FP-growth
algorithm. The difference is that the frequencies of the
tuples with the same group id will not be counted when the
group id of the tuple is not the same as the one assigned to
the reducer. For example, the reducer 2 is assigned with
gi ¼ 1, although tuples ðu1 : 3 : 2 : 1Þ and ðu2 : 3 : 2 : 1Þ con-
struct a pattern in the FP-tree, their frequency will not be
counted since their group id are 2. (2) Compute edge
weights and output them, whose computation is similar to
the one used in Apriori-based algorithm. Table 6 describes
the FP-tree-based edge weight computation algorithm.

The FP-tree-based algorithm speeds up the performance
of the 2-itemset frequency mining, but it takes extra
execution time for the grouping process and the FP-tree con-
struction. The signature-based algorithm reduces the data
dimension and therefore expedites the computation. How-
ever, it obtains different weights for edge weights, e.g., the
weights for edges ðu1; u2Þ,ðu1; u4Þ,ðu2; u4Þ, and ðu3; u4Þ are
different from the ones obtained by the other two algo-
rithms, as shown in Figs. 1, 2 and 3. Howmuch such differ-
ences may affect the later data analysis based on the
extracted graphs? To the best of our knowledge, little work
has reported on such measurement. In order to evaluate the
performance of the above three category edge computation
algorithms, an empirical comparison study by applying
them to extract graphs for Facebook applications dataset II
will be given in the next section.

4 PERFORMANCE STUDY

The efficiency of an edge weight computation algorithm can
be measured by the memory and disk usage, execution time,
and accuracy of the extracted graph. First, memory and disk
usage measures how much memory and disk an algorithm
consumes during its execution. Higher memory and disk
usage limits the scalability of the algorithm on larger data-
sets and reduces the number of concurrent jobs. Second,
execution time is used to measure how much time the edge
weight computation takes, the shorter the execution time,
the more efficient an algorithm is. Finally, accuracy is used

TABLE 6
FP-Tree-Based Algorithm for the Edge Weight Computation
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to measure the quality of the extracted graphs. Metrics char-
acterizing graphs include number of nodes, number of edges,
nodes’ strength distribution, community structure, and hop-
plot [24], [25], [26]. The meaning of the first two metrics are
straight forward. The strength distribution is the probabili-
ties of the nodes’ strength, where the strength of a node is
the sum of the weights of the edges connecting to the node.
Comparing the nodes’ strength distribution of two graphs
measures their similarity in vertex importance in connectiv-
ity as well as the weights of the links [26]. A community is
regarded as a set of similar nodes, i.e., nodes in different
communities are dissimilar. Comparing the community
structure of two graphs measures their similarity in their
clumpiness, which can be calculated by computing the
inconsistency rates of detected communities from two
graphs. Finally, hop-plot is the sum of the total neighbor-
hood size NðhÞ for h hops starting from each node, which
can be further used to calculate the expansion, eccentricity
or effective diameter of the graph. Particularly, effective
diameter is the minimum number of hops in which a given
fraction (e.g., 90 percent) of all connected pairs of nodes can
reach each other. Comparing the Hop-plot and effective
diameter of two graphs measures their similarity in neigh-
borhood structure and eccentricity. The number of nodes is
assumed to be the same in our graph extraction, therefore,
we will measure the accuracy of the extracted graphs in
terms of number of edges, nodes’ strength distribution, commu-
nity structure and hop-plot and effective diameter.

Our set-up is based on a cluster consisting of 18 DOWN
TC4600 blades, each of which has a 2-core 2.4 GHz proces-
sor, 2� 300 GB hard drivers, 64 GB of RAM and a network
card with 1,000-gigabit Ethernet ports. We used OpenJDK
1.8.0 and Hadoop 1.2.1 to compile and run the codes. We
experiment with two sets of datasets extracted from Face-
book applications dataset II. The first set includes 11 subset
datasets with size ranging from 10 to 200k, whose features
are summarized in Table 7a, including the number of users
(denoted as NðuÞ), the number of applications (denoted as
NðaÞ), the maximum number of applications used by a user

(denoted as Mða; uÞ), and the maximum number of users
who install an application (denoted as Mðu; aÞ). The second
set is shown in Table 7b, where the number of the data
entries are chosen from 1 to 8 k. As discussed in Section 2,
we can at least extract two graphs from these two sets of
data, one uses users as nodes, and the other uses applica-
tions as nodes. The experimental results are obtained by
applying the three algorithms over the datasets.

4.1 Memory and Disk Usage

Figs. 4a and 4f depict the memory usage of the three algo-
rithms over the 10k-entry and 60k-entry datasets respectively
on a particular node during the last phase Reduce in the
cluster, where users are chosen as nodes and different lines
represent different tasks. We can see that all the algorithms
consume more memory as the number of dataset entries
increases. Meanwhile, we can also notice that both Apriori-
based algorithm and signature-based algorithm have multi-
ple concurrent executing tasks on a node, where the peak
memory usage for each task lasts for very short time.

However, for the FP-tree-based algorithm, there is only
one executing task on the node. In addition, the memory
used for that particular task keeps its peak memory usage
for quite a long time since the reducer keeps the tree in
memory for the 2-itemset frequency mining. This will
reduce the number of concurrent executing tasks on the
node when the size of the dataset increases.

Fig. 5 depict the overall disk usage of the last phase of
Map and Reduce of the three algorithms over the first set of
data, where we can see that the Apriori-based consumes the
most hard disk and it fails to complete the edge weight com-
putation for dataset larger than 60k entries and the signa-
ture based algorithm fails to complete the edge weight
computation for dataset larger than 160k entries. The failure
of the execution lies in two reasons: (1) Each blade in our
experiment has two 300 GB hard drivers, one of which is
for backup. Therefore each task on one blade can consume
less than 300 GB disk space. Once the output of the
results requires more hard disk, it will fail to complete its

TABLE 7
Experimental Dataset Features

Fig. 4. Memory usage.
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execution. (2) From Figs. 1 and 2 we can see that the map-
pers in the second Map phase in Apriori-based and signa-
ture-based algorithms output the intermediate 2-itemsets
(i.e., an edge), where a particular edge can appear in the
output of multiple mappers and the number of edges are
actually very high.

For a given dataset, let the number of edges of the
extracted graphs using Apriori-based algorithm, signature-
based algorithm, and FP-tree-based algorithm be repre-
sented as Ea, Es and Ef respectively, then the inconsistency
rates between edge numbers of the extracted graphs using
Apriori-based algorithm and the ones using signature-

based algorithm can be calculated using Da;s ¼ jEa�Esj
Ea

,

where n is the number of nodes. The numbers of edges of
each extracted graphs and their inconsistency rates are
recorded in Table 8, where (1) is for the ones when users are
chosen as nodes and (2) is for the ones when applications
are chosen as nodes. We can see that the Apriori-based and
FP-based algorithms obtain the same number of edges while
the signature-based algorithm obtains 40-70 percent more
edges for the first set of data and 20-45 percent more edges
for the second set of data. Considering the scale of the data-
set is large, we only output edges whose weights are greater
than a threshold. When the threshold is 0.5, the weights of
edge u1; u4 in Figs. 1 and 3 are 0.25 and edge u1; u4 won’t be
output by the Apriori-based and FP-tree based algorithms.
The collision of hash values in minHash scheme will
increase the similarity of such nodes whose similarity are
actually very low, e.g., the weight of edge u1; u4 in Fig. 2 is
0.5, which is greater than that in Figs. 1 and 3, and then
edge u1; u4 will be output by the signature-based algorithm.
That is why the signature-based algorithm outputs more
edges. In our set-up, the threshold is 0.6, we still can see
that the number of edges output is very high and it
increases quickly when users are selected as nodes. From
Table 8, we can see that the Apriori-based and FP-based

algorithms obtain the same number of edges while the sig-
nature-based algorithm obtains more edges. However, from
Fig. 3, we can see that the mappers in the second Map phase
in FP-tree-based algorithm donot output the intermediate
2-itemsets, which makes it consume the least disk space.

4.2 Execution Time

Figs. 6a and 6b depict the execution time of the three algo-
rithms over the first dataset. When users are chosen as
nodes, the execution time gets longer as the number of data
entries gets larger. Particularly, the execution time of the
Apriori-based algorithm exponentially grows against the
number of data entries, which is much larger and grows
much faster than those of the other two algorithms and it
fails to complete its execution on dataset with the number
of entries larger than 60 k because of short of disk spaces.

The signature-based algorithm achieves the shortest exe-
cution time once the disk space can meet its requirement.
Though the FP-tree-based algorithm computes the edge
weights by mining the frequency of the 2-itemset in the in-
memory tree, it have one more phase of MapReduce for
grouping. In addition, after the grouping algorithm com-
pletes its execution, there must be groups having the whole
data tuples without any removal, e.g., g1 in Reducer (2) in
Fig. 3. The data dimension of such sub-dataset can be very
high, whose value is positively correlated to the number of
data entries. Therefore, as the number of the input data
entries increases, corresponding data dimension increases,
which makes the edge computation over this group of data
much heavier than the others. In addition, the FP-tree

Fig. 5. Disk usage.

TABLE 8
Number of Edges of Extracted Graphs

Data Apriori FP-tree Signature

Ea Ef Es Da;s

(1) 10k 230,990 230,990 343,190 48.6%

20k 659,394 659,394 1,052,383 59.6%

30k 1,321,659 1,321,659 2,175,868 64.6%

40k 2,280,857 2,280,857 3,778,677 65.7%

50k 3,441,583 3,441,583 5,740,634 66.8%

60k 5,414,681 5,414,681 8,763,268 61.8%

(2) 10k 3,228 3,228 4,031 24.8%

20k 2,434 2,434 3,227 32.6%

30k 1,843 1,843 2,577 39.8%

40k 1,763 1,763 2,488 41.1%

50k 1,674 1,674 2,387 42.6%

60k 1,566 1,566 2,234 42.7%

Fig. 6. Execution time.
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constructed over this group of data in Reduce phase (II) in
Fig. 3 is much deeper and wider than others, which con-
sumes more memory and more execution time. Hadoop
sets a memory usage limitation, i.e., VMem, for every
computational node. When the memory consumed by a
task exceeds VMem, it will be killed and migrated to be exe-
cuted on another computational node. This can avoid that
an exceptional large memory consumption caused by a task
may handicap the necessary memory requirement of the
others. But this runtime migration prolongs the execution
time of the task. That is why once the number of the data
entries increase to a certain value (e.g, in our experimental
setup, 80 k), the execution time of the FP-tree-based algo-
rithm grows faster. This makes the task over the sub-dataset
with group id g1 the performance bottleneck of the FP-tree-
based algorithm and it can be even worse. Once none of the
computation node can satisfy the task’s memory require-
ment, it will also fail and the FP-tree-based algorithm will
thus fail to complete the execution.

However, when applications are chosen as nodes, there
is no obvious difference on the execution time among the
three algorithms, where the small difference comes from the
fluctuating delay of the data transmission over the network.
As discussed in Section 3, the frequencies of the 2-itemsets
are computed over the transformed datasets. Therefore, the
bigger the number of users who install an application, i.e.,
Mðu; aÞ, the more time the computation takes. As the num-
ber of data entries increases from 10 to 200 k, the value of
Mðu; aÞ increases almost linearly from 8,615 to 170,735, as
shown in Table 7a. However, for the same dataset, when
applications are chosen as nodes, the values of Mða; uÞ are
644 or 774 as the number data entries increases. That is why
the execution time of these three algorithms does not always
increase with the number of the data entries. Therefore, we
have that the execution time of the edge weight computa-
tion over a dataset are mainly affected by the nodes’ maxi-
mum feature dimension in its transformed dataset.

We can further verify our observation by carrying out
another experiment over the second dataset with smaller
number of data entries so that the value of their Mðu; aÞ) is
around the size of that of Mða; uÞ in Table 7a. As shown in
Table 7b, when the number of the data entries are chosen
from 1 to 8k, the values of their Mðu; aÞ are within the scope
½862; 6924�. Meanwhile, Fig. 6c shows that their correspond-
ing execution time are all within the scope ½40s; 220s�, which
is consistent with those results shown in Fig. 6b.

4.3 Accuracy

There is no data reduction or compression during the graph
extraction when the Apriori-based algorithm is applied.
Therefore, the metrics characterizing the extracted graphs
using Apriori-based algorithm are accurate and they can be
used as a reference for accuracy measurement for the other
two algorithms. The numbers of edges of each extracted
graphs and their inconsistency rates have been presented in
Table 8.

4.3.1 Strength distribution

First, we describe how we obtain the difference of the
strength distribution of two graphs. For any node ui in the
extracted graph, let si represent the its strength and initially

si ¼ 0. Then the strength of each node can be calculated as
follows: for all ðui; ujÞ 2 E, si ¼ si þ wi;j and sj ¼ sj þ wi;j.
Let INT ðsiÞ obtain the biggest integer which is not larger
than si, md ¼ maxui2VðINT ðsiÞÞ, and pj represent the num-

ber of nodes with strength si and INT ðsiÞ ¼ j. Then pj can
be calculated as follows: for all ui 2 V; pINT ðsiÞ ¼ pINT ðsiÞ þ 1.

The probability of the appearance of nodes with strength si
and INT ðsiÞ ¼ j inG can be calculated as Gp0j ¼ pj=n, where

n is the number of nodes in the graph G. Let the inconsis-
tency rates of the strength distribution of two graph G and
G0 be represented as DsðG;G0Þ, then DsðG;G0Þ can be calcu-

lated as follows: DsðG;G0Þ ¼
P

jGp0
i
�G0p0

i
j

md
.

Our experimental results show that the inaccuracy rates
of strength distribution of the FP-tree-based algorithm
against the Apriori-based one is always 0, meaning that it
achieves 100 percent accuracy for measuring vertex impor-
tance in connectivity and link weights. The inconsistency
rates of the strength distribution of signature-based algo-
rithm against the Apriori-based one over the first set of
dataset are depicted in Table 7a and 7b, where we can see
that the inconsistency rates with users as nodes are almost
an order of magnitude less than those with applications. In
addition, we can see that the inconsistency rates are all very
low and lower than 6 percent. This result is consistent with
inconsistency rates between edge numbers of the extracted
graphs using Apriori-based algorithm and the ones using
signature-based algorithm, as presented in Table 8.

4.3.2 Community Structure

Before measuring the inconsistency rates of detected com-
munities, we first introduce a clustering algorithm using
minimum spanning tree (MST) [27] over the obtained
graphs for community detection. Given a weighted graph,
the MST based clustering algorithm constructs MSTs, then
it removes edges with weights that are bigger than the pre-
defined threshold. The process is repeated until k clusters
are detected. The detected clusters form a set of communi-
ties. In order to apply the MST based clustering algorithm
over the obtained graphs, the weight between two nodes
need to be revised using Equation (4)

w0
i;j ¼ 1� wi;j: (4)

In this context, the graph accuracy can be measured by the
inconsistency rates between the two community sets. To be
specific, if two nodes are in the same community for set 1,
while they are classified into different communities for set
2, then an inconsistency occurs between set 1 and set 2. The
inconsistency rate between two community set is defined as
the number of the occurrence of such inconsistency against
the number of the pairs of any two nodes. More specifically,
suppose the correct set of communities detected from a
dataset is denoted as C ¼ fC1; C2; . . . ; Ckg. Assuming that
another detected set of communities to be measured is
denoted as C0 ¼ fC0

1; C
0
2; . . . ; C

0
mg, note that here k and m

can be different. For any node u 2 S k
i¼1Ci, suppose u 2 Cx

and u 2 C0
y, then for any node u0 2 Cx and u0 =2 C0

y, an incon-

sistency occurs since u and u0 is in the same community for
set C while they are not in the same one for set C0. Mean-
while, for and node u00 2 C0

y and u00 =2 Cx, another
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inconsistency occurs since u and u00 are not in the same com-
munity for set C while they are in the same community C0

y

for set C0. Let the inconsistency rate between C and C0 be
denoted as DcðC;C0Þ, the total number of the inconsistency
be denoted as

PðC;C0Þ, and n be the number of nodes. Dur-
ing the summation of inconsistency rates of any two nodes,
the same inconsistency are counted twice. Meanwhile, for n

nodes, there are C2
n ¼ n � ðn� 1Þ=2 pair of two nodes.

Therefore, DcðC;C0Þ can be calculated using Equation (5)

DcðC;C0Þ ¼
PðC;C0Þ=2
n � ðn� 1Þ=2 ¼

PðC;C0Þ
n � ðn� 1Þ : (5)

Our experimental results show that the inaccuracy rate of
the FP-tree-based algorithm against the Apriori-based one
is always 0, meaning that it achieves 100 percent accuracy
for community structure. The inaccuracy rates of the signa-
ture-based algorithm against the Apriori-based one over the
first set of dataset are depicted in Figs. 7c and 7d, where we
can see that the inconsistency rates with users as nodes are
much larger than those with applications. In addition, when
the number of the data entries gets larger, the changing of
the inconsistency rates with users as nodes is quite different
from the one with applications as nodes.

When users as chosen as nodes, the inconsistency rates
increase as the number of the data entries get larger. As
depicted in the Map phase (I) of Fig. 2, the bigger the num-
ber of a node’s feature dimension is, the more correspond-
ing hash values there will be. Then the probability of two
nodes having the same minimum hash value will get
smaller, i.e., the inaccuracy rates get smaller. Recall that
when users are chosen as nodes, the number of applications,
i.e,N¼ 8; 1;000. In addition, the maximum number of appli-
cations used by as user, i.e., Mða; uÞ, is 644 for all datasets
ranging from 5 to 25 k, as shown in Table 7a. Larger number
of data entries means more users and bigger probability of
the occurrence of hash value collisions, thus incurring big-
ger inconsistency rates.

When applications are chosen as nodes, the inconsistency
rates decrease as the number of the data entries gets larger.

Now, the rows of the hash values in the Map phase (I) of
Fig. 2 will be denoted using users. When the number of
entries increase, more users will be included into the hash
value calculation. This will enlarge the scope of the hash
values since they are location-aware. In addition, the value
of maximum number of users who install an application,
i.e., Mðu; aÞ, increases as the number of the data entries gets
larger, as shown in Table 7 (a). Both of these two data char-
acteristics enlarge the scope of the hash values and make
them scattered among the enlarging uids, reducing the
probability of the occurrence of hash value collisions and
thus the inconsistency rates.

4.3.3 Hop-Plot and Effective Diameter

For any two nodes ui 2 G and uj 2 G, let distðui; ujÞ repre-
sent the number of edges on the shortest path from ui to uj.
Then the sum of total neighborhood size NðhÞ for h hops
can be calculated using the neighborhood function defined
in Equation (6)

NðhÞ ¼ jðui; ujÞ : ui 2 V; uj 2 V; distðui; ujÞ � hj: (6)

The exact computation ofNðhÞ is too expensive for large disk
resident graphs. Fast and memory-efficient approaches like
ANF [28], HyperANF [29] and FlajoletMartin (FM) sketh
based approaches [30], [31] have been proposed for approxi-
mating the neighborhood function on large disk resident
graphs with small errors. In our experiment, we compare the
NðhÞ of the graphs extracted using the signature-based and
FP-tree-based algorithm against those using Apriori-based
algorithm to compare their similarity, i.e., accuracy. In our
experiment, we choose the source code of ANF3 to compute
the NðhÞ for the graphs. HyperANF and FM sketh based
approaches may outperform ANF in terms speed and scal-
ability, but they produce similar approximation accuracy.

Figs. 8a-8f shows the Hop-plot and effective diameters
(Eff-diameter in the figures for short) for two extracted

Fig. 8. Hop-plot and effective diameters.

Fig. 7. Inconsistency rates of the signature-based algorithm against Apri-
ori-based algorithm.

3. http://www.cs.cmu.edu/ christos/software.html
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graphs of the three algorithms, where we can see that Apri-
ori-based and FP-tree-based algorithms obtain similar
results, while signature-based algorithm obtains different
ones. For example, when users are chosen as nodes, the
effective diameters of Apriori-based and FP-tree-based
algorithms are around 5, but the effective diameter of the
signature-based algorithm is around 7.

4.4 Summary

In summery, our experimental results have the following
three important findings for edge weight computation,
which can be useful for selecting the most appropriate algo-
rithms for the edge weight computation for extracting
weighted graphs for a given dataset.

� The edge weight computation time, i.e., execution
time, is mainly affected by the maximum feature
dimension of the nodes, where the signature-based
algorithm obtains the shortest execution time and
the Apriori-based algorithm obtains the longest one.

� During the computation, the FP-tree-based algo-
rithm consumes the most memory while the other
two algorithms consume more disk space. It will be
better to choose Apriori-based and signature-based
algorithms when the execution environment has lim-
ited memory; and it will be better to choose the FP-
tree-based algorithm when the execution environ-
ment has limited disk space.

� The accuracy of the graph for the Apriori-based and
FP-tree-based algorithms are 100 percent correct.
When only the strength distribution is concerned,
the signature-based algorithm can obtain fast and
high precise result. When community structure is
concerned, the accuracy depends on the data charac-
teristics as well as the users’ requirement. When the
nodes’ feature dimension and the maximum nodes’
dimension are fixed, the accuracy decreases as the
number of entries increases. While when nodes’ fea-
ture dimension and the maximum nodes’ dimension
increases as the number of data entries increases, the
accuracy can increase. When Hop-plot and effective
diameters are concerned, it will be better choose
Apriori-based or FP-tree-based algorithm.

5 CONCLUSION

Extracting weighted graphs from raw dataset is one of the
indispensable preprocessing tasks for graph based data
mining and machine learning. Recent years have witnessed
the rapid growth of data from various applications, e.g.,
social networks, which presents great challenges to the edge
weight computation for weighted graphs. In addition, exist-
ing work lacks of the measurement on the accuracy of the
edge weights, which represents the graph accuracy and
affects the following mining and learning results.

This paper carries out a systematic study on edge weight
computation algorithms for extracting weighted graphs
with MapReduce Framework over a real social network
dataset, i.e., Facebook application data II. For a given data
set, there can be more than one graphs be extracted. This
paper describes the weighted graphs extracted from face-
book application data II, classifies edge weight computation

algorithms, presents their design and implementation with
the MapReduce framework, measures and discusses their
effectiveness. Particularly, this paper also propose compre-
hensive measurements on edge weight computation accu-
racy in terms of the number of edges, strength distribution,
community structure, Hop-plot and effective diameters,
regarding the graph based data mining applications. Our
experimental results can be useful for making decision on
selecting the most appropriate algorithms for the edge
weight computation for extracting weighted graphs for a
given dataset.

Finally, our current experiment results also demonstrate
that the group based dataset partition scheme for the FP-
tree-based algorithm can produce unbalanced data parti-
tion, our on-going research is investigating how to balance
the FP-trees for edge weight computation with MapReduce
framework. In addition, The effectiveness on other tools
such as graph compression and partition has only been
proved on graphs without edge weights their effectiveness
on graphs with edge weights may need further study. But
this is out of the research scope of this paper.
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